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Abstract

This thesis focuses on enhancing the efficiency of graph processing within Kubernetes
clusters through application-aware scheduling techniques. By delving into the unique
characteristics of graph processing workloads and their interaction with Kubernetes
environments, the research aims to develop novel scheduler-application interface that
maximize resource utilization and minimize latency. Through empirical analysis and
experimentation, the study seeks to optimize scheduling decisions to improve overall
system efficiency for graph processing tasks in Kubernetes clusters.
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1 Introduction

Businesses and governmental authorities systematically collect and analyze data to
optimize the allocation of resources and improve decision-making processes. This
has resulted in an increasing demand for sophisticated data collection and processing
methodologies, as evidenced by multiple studies [HL11; Dom23]. The exponential
growth in internet data generation further reflects this trend, with global data produc-
tion escalating from 2 zettabytes in 2010 to 147 zettabytes in 2023 — representing a
74-fold increase. Consequently, the average internet user now generates approximately
102 MB of data per minute [Sta23].

A subset of this data is in the form of graphs. The concept of the graph was created
to model relationships and interactions inside systems containing multiple actors, such
as a circle of friends having specific relations with each other. At its core, a graph uses
a structure made up of points, called nodes or vertices, connected by lines, known as
edges. Both of these can be further annotated with extra data, such as providing the
number called “weight” to edges, for example representing a distance between two
points on the map.

The ability to model complex relationships in a way that is easy to understand
makes graphs useful for multiple audiences. In computer science, it helps improve
how search engines find the most relevant information quickly [KMK14]. In social
sciences, researchers can understand how people connect and influence each other in
society [Ahm+20]. In biology, it is used to study how different elements like genes
or proteins interact, which can be crucial for understanding diseases and finding new
treatments [Li+19].

The field is currently booming as more and more data is represented in the graph
form [Sak+21]. As the volume of graph data is expected to grow substantially in
the coming years, there is an increasing need for innovative techniques to effectively
manage and process this expanding data. To ensure that graph processing remains
efficient and scalable, researchers and developers must explore and implement new
methodologies that can accommodate the complexities and demands of larger and
more intricate graph datasets.
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1 Introduction

1.1 Context — Scalable Processing and Graphs

Since this graph data is already known to be big and growing, there are multiple
solutions to process it at scale. One example of such would be a popular distributed
computing platform, Apache Spark [Zah+16]. Spark was designed for a specific type of
computation — namely Map Reduce [DG08] — on separable, tabular data. It can also
process other data representations via plugins, such as graphs with GraphX [Gon+14].
However, such a plugin has to respect the basic API of Spark. This API limits the way
it reads and processes the data, creating an extra overhead. On the other hand, the
system is very Scalablehorizontally when adding processing units.

A key aspect of the problem of “understanding the graph” is how the graph is
represented when not in use: the default approach to store it is in CSV-like format. From
this representation, the distributed platforms are creating a more efficient structure like
Hash Map or Linked List, which takes extra time and space before the analysis can
be started. It is a default behavior inside efficient databases like Neo4j [Neo24a], but
such databases do not scale well, being optimized only for single-thread execution. The
first property that we would want then is a Graph Native solution like Neo4j, so our
solution does not introduce the overhead of translating this format for every analysis,
unlike existing distributed platforms like Spark.

To scale up, one approach is to replicate the entire processing system using a lower-
level system like Slurm [YJG03], which allows users to reserve hardware for their
data processing needs. However, this approach requires users to set up their own
environment, and it does not allow any communication or implicit data and resource
sharing. Some more advanced solutions have been developed recently [Wen+22], which
can allocate just enough memory for the workload instead of using full instances.
However, the downside of these multitenancy solutions is that they still operate at a
low level, requiring users to deploy their own processing instances. This makes scaling
inefficient, as it involves replicating all components of the system. The second property
required for creating an ideal solution is that the platform must share redundant parts
of the system and cache data to reduce memory consumption and analysis time for
Multitenancy.

Another category of solutions involves interactive systems, which offer rapid re-
sults, enabling users to iterate quickly and improve the feedback loop. Systems like
Neo4j [Neo23b] and Dgraph [Lab23] exemplify this approach by supporting interactive
execution. However, these systems centralize data across a few nodes, with each node
limited to a single execution thread per analysis. This architecture presents scalability
challenges. To increase computational power, these systems require replicated instances
with all components of the system, which is not ideal for distributed computing in-
volving massive datasets. By definition, big data cannot fit on a single machine and
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1 Introduction

Table 1.1: Comparison of desired properties on existing systems.
Component Scalable Multitenant Interactive Graph Native
Neo4j
Spark + GraphX partly
GraphScope
This Work

requires sharding. In the case of Neo4j, this necessitates additional analysis of the
dataset to query multiple independent instances simultaneously [Neo20]. Despite these
limitations, Neo4j on a single machine remains highly efficient for most tasks, except
when dealing with extremely large datasets [MSB23]. The next property is that we need
Interactivity like in Neo4j, as it supports a good user experience, making this database
system widely used.

1.2 Problem Statement

None of the systems specialized for graphs support multitenant processing for data
at scale. There is also the problem of having the graph modified when all users are
working on the same instance together, leading to errors and confusion. We can see that
other fields, like Machine Learning in the case of AWS SageMaker [Ama24], have the
issue of multi-access tackled. However, it being closed-source complicates the insight.

Each of these systems has its own strengths but often lacks one or more key properties
such as scalability, multitenancy, interactivity, or understanding graphs. To address this
gap, we propose creating a system that encompasses all of these attributes.

Because it’s not possible to create such a system from scratch, we have decided to
extend an existing solution. We closely examine the distributed Graph Processing
Platform, GraphScope [Fan+21], which is developed and used in production systems
at Alibaba. GraphScope Flex, an evolution of GraphScope, achieves up to 2,400×
performance gain in real-world applications [He+23] over state-of-the-art cybersecurity
monitoring systems on Alibaba Cloud. From the performance and scalability perspec-
tive, this is the best option to develop from, especially when considering Table 1.1,
which shows other systems are lacking the more complex properties we want.

Scalability provided by GraphScope is the hardest problem out of these four qualities
we want to achieve. It also supports interactive execution out of the box. It also has the
ability to do native graph processing, so it does not have the extra overhead of using a
plugin over a different system. The only missing quality is the multitenancy and reuse
of resources, which we are introducing in this work.
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1 Introduction

1.3 Research Questions and Methodology

Based on the above properties, we construct 4 research questions leading towards an
ideal, integrated solution with all desired properties. Therefore, we ask:

1. Research Question 1: How to design a multitenant graph processing platform
based on the GraphScope?

Multitenancy is a feature that is well-supported in platforms from other fields,
such as:

• Cloud Computing Tools, e.g. AWS SageMaker [Ama24].

• Database Systems, such as PostgreSQL [The24c].

• Container Orchestration, like Kubernetes [Clo].

but it has not yet been implemented in any existing graph processing platform. To
address this gap, we conduct a literature review of the existing solutions and their
architectures, and we adapt the best parts of these onto our system. We especially
analyze the design of their resource sharing and access controls to transplant
this into the system. We then implement an open-source solution, extending the
existing GraphScope system to incorporate multiple users.

2. Research Question 2: How to enable interactivity in a multitenant graph
processing platform?

When extending GraphScope to a multitenant system, it is important to consider
that traditional graph processing systems are typically batch-based, leading
to potential delays as users wait in a queue for resource allocation. However,
incorporating interactivity offers significant benefits. It enhances user experience
by providing immediate feedback, which is crucial for rapid iteration and decision-
making. Interactivity also increases productivity by reducing downtime and
supports more agile development processes. With careful resource management,
it is possible to maintain scalability while delivering the responsive interactions
the users need. We conduct a literature review to see how interactivity is enabled
in existing systems.

3. Research Question 3: How to efficiently share a single graph processing plat-
form between users?

The simplest approach to implementing multitenancy in a system is to create
multiple instances of the system, as done with Slurm [YJG03]. However, this
method is not scalable, as it requires replicating all resources for each user, leading
to inefficiencies. To address this, we can examine existing systems, draw insights
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1 Introduction

to minimize non-shared components, and subsequently evaluate the impact of
adding more clients. We draw inspiration from other High Performance Comput-
ing (HPC) domains, such as Machine Learning as a Service (MLaaS) [Wen+22],
to design and implement a new system. This system, similarly, provides Graph
Processing as a Service.

4. Research Question 4: How to share graph data between users, and what are the
performance benefits?

Sharing in-memory data is a well-established technique across various fields,
including Machine Learning [Kwo+23]. By caching models in RAM, this method
significantly accelerates query processing by avoiding the repeated overhead of
loading data from disk. This same principle can be effectively applied to graph
databases. While earlier implementations have primarily focused on single-node
configurations like Neo4j [Neo23b] or have been limited to single-session lifecycles
as seen in Vineyard [Yu+23], the underlying logic remains consistent: performance
gains are realized when data is cached in memory after its initial load.

In this study, we examine the performance improvements offered by our solution
relative to the standard GraphScope system and other competitors like Neo4j. Our
analysis centers on identifying and mitigating bottlenecks associated with data access
and memory footprint.

To evaluate the research questions, we use the following benchmark scenarios:

1. Query processing time: Neo4j vs. scaling GraphScope if distributed approach
gives meaningful improvements over single node optimized Neo4j.

2. Import time: how much can be saved by keeping the dataset for reuse instead of
importing from the external source every time.

3. Deploy time: how long it takes to create a new system vs. attaching to an existing
one and processing there.

4. Memory footprint: how we scale with n equivalent systems instead of sharing a
single one between multiple clients.

1.4 Thesis structure

In Chapter 1, we introduce the problem and the possible solutions from similar fields.
We also discuss the background and technical aspects of dealing with graphs, and also
the shortcomings of existing approaches.
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In Chapter 2, we describe in detail the technical background of the problem, as well
as the architecture and design of technologies that will be useful for our system. We
are focusing on multi-user parts of Spark and technical graph processing aspects of
Neo4j and GraphX.

In Chapter 3, we present our design decisions, which lead to our final architecture of
a multitenant system. We then describe the solution for multi-access, which introduces
an extension to GraphScope, allowing for novel behavior in the graphs field.

In Chapter 4, we present the benchmark setup and evaluate our solution against the
state of the art to get a precise picture of our improvement.

In Chapter 5, we conclude our findings and describe the possible further develop-
ments of the system.
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2 State of the art

2.1 Graph Databases

Usually, the graph is a set of vertices, identified by IDs, and the set of edges, which
are commonly a tuple of (source vertex, target vertex, weight/description). To be
interoperable, it is usually stored in a tabular format containing said information. This
can be later imported into one of the several databases specific for storing graphs. The
most commonly used are Neo4j [Neo23b], OrientDB [Ori24], JanusGraph [The24b], and
cloud-based services like Cosmos DB [Mic23] and Neptune [Ama23a]. While these
databases can be distributed, the querying itself is usually limited to a single thread,
which does not fully exploit the distributed nature of these systems.

Since we know that there is a storage that can hold this data and the databases
themselves are quite limited, we can introduce something that can leverage the speed of
access of the entity-aware database and power of distributed computing - Distributed
Processing Platform.

2.2 Distributed Processing Platforms

Before dedicated solutions for distributed graph processing were developed, general-
purpose platforms like Apache Spark [Zah+16] were adapted to work with graphs
through tools like GraphX [Gon+14]. GraphX was the first tool on a popular platform
that enabled distributed graph processing for the general public. Other systems back
then, like Pregel [Mal+10] or A1 [Bur+20], were commercial, internal solutions, therefore
limited to people inside the company. Widely used closed-source graph processing
systems include Tigergraph [Tig] and Allegrograph [Inc24].

However, focusing on open-source alternatives, the very promising one that we see
is Dgraph [Lab23], although the functionalities for the open-source version are still
limited, and it uses JSON under the hood for synchronising the data, which is not
optimal. There was a multitude of other systems on the way, such as Wukong [Shi+16]
or Apache Giraph [Fou24], but these were purely academic and are abandoned at the
time of writing.

7
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2.2.1 Pregel: A Theoretical Foundation

Pregel is a distributed graph processing framework developed by Google, which funda-
mentally redefined how large-scale graph algorithms are implemented and executed in
distributed environments. Its design is specifically tailored to handle graph datasets that
are too large to fit on a single machine, making it a pioneering model for graph-parallel
computation. Pregel’s core concept is the vertex-centric programming model, where
the computation is driven by the vertices of the graph rather than its edges. In this
model, each vertex operates independently and concurrently, processing data, sending
messages to its neighbouring vertices, and updating its state based on the messages it
receives. This approach aligns with the natural parallelism in graph algorithms, where
operations like graph traversal, shortest path calculation, and connectivity queries can
be decomposed into parallel tasks that operate on individual vertices.

Pregel operates through a series of synchronized iterations called supersteps. During
each superstep, vertices execute a user-defined function that processes incoming mes-
sages, updates the vertex state, and generates new messages to be processed in the next
superstep. The process continues until a global termination condition is met, typically
when all vertices are inactive and no messages are left to be processed. This structure
ensures that the computation progresses in a lockstep fashion, providing a clear and
predictable execution model that is crucial for large-scale distributed systems.

Pregel’s vertex-centric model and superstep-based execution have profoundly influ-
enced the design of subsequent graph processing frameworks and algorithms. It serves
as the conceptual foundation for many modern systems like Apache Giraph, GraphX in
Apache Spark, and Google’s proprietary graph processing engines. These systems have
adopted and extended Pregel’s model, integrating it with their respective ecosystems
to offer more flexibility, scalability, and efficiency.

For example, GraphX extends Pregel’s principles to operate within the broader
Apache Spark ecosystem, allowing seamless integration with Spark’s data processing
capabilities and enabling graph-parallel computations to be combined with other forms
of data analytics available on Spark. This fusion of Pregel’s model with the data flow
paradigm of Spark enables users to leverage the best of both worlds: the simplicity and
power of vertex-centric programming and the efficiency of distributed data processing.

Pregel has also inspired new research into optimizing graph processing in distributed
environments, leading to advancements in handling large-scale graphs, improving fault
tolerance, and reducing the computational overhead associated with graph-parallel
processing. The introduction of abstractions like vertex programs, message-passing
mechanisms, and superstep synchronization in Pregel has become the basis for devel-
oping more sophisticated algorithms that can efficiently process massive graphs across
distributed systems.
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Figure 2.1: GraphScope architecture as it exists now for multiple users.

2.2.2 Apache Spark and GraphX

Apache Spark, a robust and widely used distributed data processing framework, plays
a pivotal role in open-source graph processing, offering significant advantages in
scalability and computational efficiency. Spark’s graph processing capabilities are
primarily realized through its GraphX [Gon+14] component, an API that provides a
flexible and powerful platform for graph-parallel computations.

GraphX extends Spark’s core functionalities to efficiently handle and analyze large-
scale graphs. Traditional graph processing frameworks, such as Pregel [Mal+10], often
require specialized environments, but GraphX integrates graph processing with Spark’s
existing data processing pipelines, allowing for seamless interoperability between graph
and non-graph data.

Simulating Multitenancy using User Impersonation

Spark itself does not support multitenancy; each deployed cluster can serve only one
user. Because of that, there is a workaround: user impersonation in Apache Spark
can be utilized to create a pseudo-multitenant environment. This approach involves
running Spark jobs from different clients under the same user identity, which includes
sharing the same data and resources under the same name. This is available only in
the case of Spark running on Yarn[Apab] clusters, and it is solving the problem of not
having a real multitenancy on a singular cluster.

9
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2.3 Neo4j

2.3.1 System Architecture

Neo4j is a native graph database built with an architecture optimized for handling
graph structures. The core components of Neo4j architecture include:

• Native Graph Storage: Neo4j uses a native graph storage format, which stores
graph data (nodes, relationships, and properties) directly, allowing for efficient
graph traversal and querying. This contrasts with non-native graph databases
that store graph data in relational or key-value stores, resulting in less efficient
data retrieval.

• Kernel: The Neo4j kernel is responsible for managing transactions, data consis-
tency, and ACID (Atomicity, Consistency, Isolation, Durability) compliance. It
also provides low-level APIs for data manipulation.

• Cypher Query Engine: Cypher [Neo24d] is Neo4j’s declarative graph query
language, designed specifically for graph operations. The query engine parses,
plans, and executes Cypher queries, optimizing them for performance. Cypher
is so popular that it was integrated into several other frameworks, like Spark’s
GraphX.

• Indexing and Caching: Neo4j supports multiple indexing options (e.g., B-tree,
full-text search) to speed up query execution. It also includes caching mechanisms
to store frequently accessed data in memory, reducing I/O operations.

• High Availability and Clustering: Neo4j provides clustering support for high
availability and horizontal scaling. It uses a master-slave architecture where write
operations are handled by the master node, and read operations can be distributed
across slave nodes — this feature is only available in Enterprise Edition, which
for the purpose of this work was not accessible due to not being open-source.

Thanks to the above, Neo4j is a very powerful tool, which rivals other state-of-the-art
solutions [MSB23].

2.3.2 Query Submission and Execution

Submitting a query in Neo4j involves interacting with the Cypher query engine. The
process is as follows:

10
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1. Query Submission: Users submit Cypher queries via Neo4j web interface, REST
API, or Bolt protocol. A typical Cypher query consists of patterns that describe the
nodes and relationships to be matched, along with optional clauses for filtering
and projection.

2. Parsing: The Cypher query engine parses the query into an abstract syntax tree
(AST), which represents the logical structure of the query.

3. Planning: The engine generates an execution plan from the AST, choosing be-
tween different strategies (e.g., index scans, label scans) based on query complexity
and available indexes.

4. Execution: The execution plan is run by the query engine, traversing the graph
and fetching the required data. The engine optimizes traversal operations using
its native graph storage format.

5. Result Delivery: The results are returned to the user in the requested format,
such as JSON, CSV, or visual graph representation.

2.3.3 Neo4j Graph Data Platform

The Neo4j Graph Data Platform is a new development that offers a flexible and scalable
architecture designed to handle complex data relationships through a property graph
model. This model represents data as nodes and relationships, optimized for efficient
graph traversals. It integrates tools like the Cypher query language, Neo4j Browser,
and graph-based applications to enable diverse use cases such as fraud detection and
network monitoring. This architecture serves as an inspiration for modernizing our
own technology, where we aim to redesign and extend these concepts using newer
technologies to build a more advanced, adaptable platform.

2.4 GraphScope

The development that we focus on is GraphScope [Fan+21], which took the idea that
we can use Vineyard [Yu+23] — ephemeral storage optimized for graph processing
workload characteristics — between the executors. It also does not need dedicated
cluster managers like Yarn [Apab] or Mesos [Apaa] used in Spark. Instead, it delegates
all the work for scheduling the resources, as well as networking to the well-established
Kubernetes [Clo] Platform as shown in Figure 2.1. It optimizes the entire flow from
the job submission, reading the data, distributing the data to intermediate memory,
distributed processing, up to collecting and returning the result. It keeps the data flow

11
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import graphscope

# Create a session
sess = graphscope.session()

# Load a simple graph
graph = sess.g().add_vertices(

{
’vertex’: [(1, "A"), (2, "B"), (3, "C"), (4, "D")],

},
id_field="id"

).add_edges(
{

’edge’: [(1, 2), (1, 3), (2, 4), (3, 4)],
},
src_label="vertex",
dst_label="vertex",

)

# Run PageRank on the graph
pagerank_result = graphscope.pagerank(graph)

# Print the results
for node_id, rank in pagerank_result:

print(f"Node {node_id} has PageRank: {rank}")

# Close the session
sess.close()

from pyspark.sql import SparkSession
from pyspark.ml.linalg import Vectors
from pyspark.ml.feature import VectorAssembler
from pyspark.ml.graph import PageRank

# Create a Spark session
spark = SparkSession.builder.appName("PageRank").getOrCreate()

# Load a simple graph
edges = spark.createDataFrame([

(1, 2),
(1, 3),
(2, 4),
(3, 4),

], ["src", "dst"])

# Run PageRank on the graph
pagerank = PageRank(resetProbability=0.15, maxIter=10)
model = pagerank.fit(edges)

# Print the results
ranks = model.vertices
ranks.show()

# Stop the Spark session
spark.stop()

Table 2.1: Comparison of GraphScope (left) and Spark GraphX (right) code for comput-
ing PageRank.

12
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very similar to one known from Spark as seen in a comparison of sample analysis as
seen on listings in Figure 2.1. The general flow of processing the analysis can be viewed
in Figure 2.2. We describe in depth the components and interplay between them below.

Noteworthy to mention again is that GraphScope uses C++ stored procedures to
process its queries, leading to great processing time improvements. The downside
to this is that the procedures need to be compiled first, which adds some extra time;
although once compiled, they are very efficient and can be reused in further executions,
even by other sessions. This is not the case for datasets — they need to be loaded
over again by a new session, even if they are the same as the other session has already
requested. It is caused by the fact that they are marked by session ID, which makes
this dataset unique for this particular client.

2.4.1 GraphScope — and its good parts

Each of these systems has its own strengths, but often lacks one or more key qualities
such as scalability, multitenancy, interactivity, or design specialization. To address this
gap, we propose creating a system that encompasses all of these attributes. We decided
to closely examine the distributed Graph Processing Platform, GraphScope [Fan+21],
which was developed for production use at Alibaba. GraphScope Flex, an evolution of
GraphScope, achieves up to 2,400× performance gain in real-world applications [He+23]
over state-of-the-art cybersecurity monitoring systems.

Scalability provided by GraphScope is the hardest problem out of these four qualities
we want to achieve. It also supports interactive execution out of the box. It understands
the format of the graph well, so it does not have the extra overhead of using a plugin
over a different system, such as in the case of GraphX on Spark.

2.4.2 GraphScope — the bad parts

One missing part is support for multitenancy. Extending this system by adding support
for multiple concurrent users will result in a universal system for scalable multitenant
graph processing and querying with strong data locality provided by the current system.
When focusing on GraphScope, we already see a problem with static deployment, which
allows only a single user session. While the processes and algorithms inside this single
session are greatly optimized, the overhead of provisioning and running multiple copies
of the same software is not an efficient use of computing resources.

Another issue arises from a design decision in Vineyard, which GraphScope uses as
its working storage. While the colocation of compute and storage improves read times,
Vineyard’s authors designed the storage to be immutable. This allows for querying
and transformations within the connected worker but creates a challenge when trying
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Figure 2.2: GraphScope data processing flow on the example of a single session.

to modify the original graph in place. Currently, GraphScope does not offer a way to
perform such in-place modifications.

2.4.3 GraphScope and Multitenancy

GraphScope has the same problem as Spark: each cluster is deployed only to support a
single user session connected to it. Similar to Spark, it creates a Coordinator (equivalent
to Spark’s Master) and Executors separate for each user, as well as imports the dataset
directly to Vineyard, which allows multiple instances to potentially access the same
data. Yet, there is currently no mechanism implementing this multi-access.

2.4.4 Vineyard

GraphScope uses Vineyard for fast-access storage. Vineyard by design allows the
definition of new data types of storage and methods of access, optimizing the data
access time. This is a step up from traditional stores of source data like HDFS [Apa23]
and s3 [Ama23b], which only provide file-like access to data.

Internally, Vineyard uses distributed key-value store etcd [CNC23], known from
Kubernetes, to keep track of its resources and their locations. Vineyard provides
predefined types and methods of accessing them, as well as an interface to create
a domain-specific implementation to read and write any format. This allows more
flexibility in interacting with the data than the classical file-based system, relational
databases or key-value stores, as it can take into account the data type and the way
data is read.

However, GraphScope Executor needs to be on the same machine as where the data
processing is taking place; because of its implementation, Vineyard only serves data
over UNIX sockets [The23].

The granular approach to data access involves breaking down data into smaller,
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Figure 2.3: GraphScope Fragment, sourced from GraphScope Paper [Fan+21].

more manageable pieces that can be accessed and processed independently. This
method is particularly useful when working with graphs or network data, where the
relationships between nodes (such as connections, edges, or paths) are often complex
and interdependent.

2.4.5 GraphScope Fragment

To address the challenges of graph data management, GraphScope introduced Fragment,
visible in Figure 2.3, a special Vineyard data type designed to facilitate efficient access to
specific portions of a graph. Graphs are usually stored in tabular formats on disk, such
as in multiple CSV files. While this format is effective for storage, it poses significant
challenges for random access and retrieval of graph partitions.

Fragment tackles this issue by parsing the graph data stored in these files and
intelligently distributing its components across a Vineyard cluster. This distributed
approach allows for more efficient data management and enables methods that provide
quick access to any desired part of the graph.
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2.4.6 GraphScope Flex

GraphScope Flex [He+23] was introduced to resolve the problem of having a generalized
engine, which includes all the tools up front. Since the field is burgeoning, the
selection of tools is growing with every passing day. That’s why the innovation
allows building a dedicated processing engine docker image suited for a particular
workload. It is composed of multiple smaller blocks, which operate on different layers,
in a fashion similar to the ISO OSI model of a network. This allows the creation
of customized processing units that can replace standard executors for even more
optimized workloads.

2.4.7 Integration with Kubernetes

GraphScope has two modes of operation with Kubernetes: standalone and Helm
Chart-based. The first one needs access to the Kubernetes Kubeconfig configuration file,
which it then uses to deploy the required resources via standard kubectl calls. When
the new session is created in GraphScope, it first deploys the coordinator, which then
provisions a Vineyard cluster and executor pods. Afterwards, it is the gateway to
communicate from the client session to the rest of the deployed resources. Every client
session has its own coordinator deployed.

The main difference in chart deployment is that GraphScope can be deployed first via
Helm, and such a provisioned environment has the coordinator waiting for connections,
cutting on waiting time for a client. The client only provides an address, and the session
simply connects to an existing coordinator, instead of creating new resources. The
problem is, that only a single client session can be connected at the same time, which
only saves time on provisioning resources — the data cannot be shared, as it was not
designed to do so.

To enable more efficient memory sharing, let’s take a look at the development from a
similar field: Inference Server for Machine Learning.

2.5 Inspiration from Machine Learning: The Inference Server

An inference server is a specialized system designed to host Machine Learning models
and provide real-time predictions or batch processing capabilities. These servers are
integral to deploying Machine Learning models in production environments, allowing
for efficient management, scaling, and execution of models across different applications.
The inference server handles various tasks, including loading models, processing
incoming data, performing inference, and returning the results to the user [HP18].
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The primary benefit of an inference server is its ability to offer low-latency predic-
tions, making it suitable for applications requiring real-time responses. Additionally,
it supports large-scale inference workloads, which is essential for applications that
demand high throughput [Bai+20].

2.5.1 NVIDIA Triton

Triton Inference Server [NVI24], developed by NVIDIA, addresses the need for efficient
and scalable deployment of Machine Learning models in production environments.
It optimizes inference performance by enabling concurrent model execution, which
allows multiple models to run simultaneously on the same GPU. Such an approach
greatly reduces the time needed to load and execute the models, as they are managed
intelligently by the internal scheduler and kept warm for inference requests.

2.5.2 Inference, but for Graphs?

As we see in the case of Triton, the need for fast-access frameworks has already arisen
in the field of Machine Learning and is also present in the case of graph processing.
Although said optimization qualities are present only in proprietary platforms [LL21;
Tig], but not in an open-source, academic environment. GraphScope is quite fitting for
creating such a scalable platform for graphs with a few adjustments.

17



3 Design and implementation

3.1 Researching existing state

We benchmark the current state of execution on GraphScope using WikiTalk [Les12]
dataset on a subset of LDBC workloads to see how it behaves in practice. The results of
the benchmark are visible in Figure 3.1. It currently has three distinct steps for every
single user session analysis:

1. Compilation — majority of time spent executing when starting fresh, the new
code submitted from the user needs to be compiled first,

2. Data Loading — part of analysis startup is in loading the dataset from the
remote store, the problem is so severe that GraphScope developed its own data
format [Li+23] for exporting graphs for reuse between sessions,

3. Execution — running the algorithm compiled previously on the dataset unpacked
in memory.

Based on the experiments with a small dataset in Figure 3.1, we can see the parts in
GraphScope, that can be easily shared between the users. Enabling sharing of dataset
and in this specific case, algorithm compilation, produces the multitenant system that
we want to achieve.

Based on the research questions and provided state of the art, we can ask for the
following qualities of the final system, as it should:

1. Provide a graph processing platform for multiple concurrent users efficiently,

2. Have a good degree of interactivity with a good feedback loop, like a Machine
Learning inference server,

3. Manage resources between multiple users,

4. Serve the cached in-memory source graph for multiple clients.

We will approach the solution in the following iterations:

1. First, we will take the original system from Figure 2.1, and combine all the
deployments to use the same Vineyard cluster as in Figure 3.2.
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Figure 3.1: Difference between starting a new system (green) versus reusing the com-
piled stored procedure (blue) and dataset (red) in GraphScope [Fan+21]

2. To further improve the setup, we will allow the reuse of the same dataset, identi-
fied by external source name, across multiple clients (Figure 3.3), reducing the
cold start for the analytics.

3. As the last step of improving the platform, we will add the multiple IDs on
Coordinator, thus reducing the footprint of every consecutive client (Figure 3.4).

3.2 Combining the Vineyard

The design that we deal with initially visible in Figure 2.1 has a problem: all the
components of the system need to be replicated for every extra user in the system.

The low-hanging fruit then is to deduplicate the storage: we can fit more than
one dataset in the single Vineyard, and since GraphScope by default marks all data
downloaded for the analysis with the session’s unique UUID4, we can assume that
these identifiers will not repeat on the same instance of Vineyard. We will then be able
to get rid of repetition in this area, resulting in the new architecture visible in Figure 3.2,
being the Intermediate Step 1.
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Figure 3.2: GraphScope architecture after combining the clients to use a single Vineyard
instance.

Table 3.1: Memory footprint for different parts of the system and Neo4j with Spark as a
reference.

Component Memory Footprint Number Per Client
Coordinator 120 MiB 1
Executors 2.5 MiB NUM_NODES
Vineyard 40 MiB NUM_NODES
Vineyard etcd 11 MiB 1
Neo4j 348 MiB 1
Spark Master 181 MiB 1
Spark Worker 126 MiB NUM_NODES
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3.3 Sharing the loaded dataset

import graphscope
sess = graphscope.session(addr=f’{ip_address}:{port}’)

Listing 3.1: GraphScope session connection configuration.

With the storage now combined into a single space, the same dataset might be
repeated within the storage. This is because each session will request its own copy
of the dataset, leading to additional cold start times and extra network traffic when
starting analysis referring to the same data source. The solution to this challenge
is simplified by the Vineyard’s limitation of not supporting writes after a dataset is
loaded [The23]. Therefore, we don’t need to worry about multiple access, as there is no
way to modify existing data.

To implement this functionality, we need to provide a repeatable session. The session
ID is autogenerated whenever the GraphScope client connects to the coordinator, and
it blocks further connections until it is removed. In Vineyard, resources marked with
session ID X will exist until the session disconnects: this part of GraphScope also needs
to be prevented from executing so as not to interrupt the other clients using the same
dataset. So in general, the steps needed to implement a reusable dataset are as follows:

1. Allow providing session ID in connection configuration.

2. Prevent resources from being deleted on disconnect.

3. Discover the GraphScope Fragments2.3 already allocated on Vineyard.
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To develop this functionality, we needed to rework the connection string. This
included rewriting the logic for the session ID to be only created when it was not
supplied. As of current implementation, each session ID is stored in a coordinator
specific for the user that created it.

After following these instructions, we end up with the situation presented in Figure
3.3, which represents Intermediate Step 2.

import graphscope
sess = graphscope.session(addr=f’{ip_address}:{port}’, session_id="xxx")

Listing 3.2: GraphScope session connection configuration after reaching Intermediate
Step 2.

3.4 Adding multiple clients on a single coordinator

We were able to deduplicate the Vineyard and data storage, now the last part to
optimize is the coordinator. As of now, it is limited by what is provided in the
connection command, and once the connection succeeds, no more clients are allowed to
connect. We can unlock the multiple users by allowing multiple sessions with multiple
(not necessarily unique!) session IDs to connect, allowing the same behavior as in Neo4j
data platform [LL21], but open-source. Therefore, to differentiate between the sessions
and avoid conflicts, the steps are as follows:

1. Refactor the code in coordinator to accept a list of session objects instead of a
singular one there was so far.

2. Add a hidden session ID to identify requests from multiple clients uniquely, since
we removed the uniqueness of the session ID.

After implementing these steps, the whole setup simplifies to the final architec-
ture (Fig. 3.4), which is the most optimal given the provided stack. This was not
implemented in this project, as the timescale was too short, so further suggestions are
presented in Future Work section.
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the practice

Table 4.1: System Configuration for benchmarking.
Component Configuration details
Virtualization QEMU 1:4.2-3ubuntu6.29
VMs 9 spread across 3 physical nodes, 1 for Kubernetes master

and 8 for worker nodes
vCPU 4 cores of Intel(R) Xeon(R) Silver 4210 per VM
DRAM 16 GiB DDR4 per VM
OS Ubuntu 20.04.6 LTS
Platform Kubernetes v1.27.16
Container Engine containerd 1.7.19
Data Storage Hadoop 3.3.3
PVC backend NFS 1:1.3.4-2.5ubuntu3.7
Neo4j 5.22
GraphScope 0.28.0

4.1 Hardware Setup

To evaluate our design, we deploy a Kubernetes cluster utilizing the Continuum
framework [Jan+23], enabling rapid iteration and efficient infrastructure setup. The
cluster consists of eight Ubuntu-based virtual machines (VMs) for worker nodes and
one identical for a single master node, each provisioned with 4 virtual CPU cores and
16 Gigabytes of RAM. These VMs were distributed across three distinct physical nodes
to ensure a robust and diversified testing environment.

The hardware for this setup is hosted by AtLarge Research [AtL24], where this thesis
research is conducted. A detailed schematic of the hardware and network configuration
is shown in Figure 4.1, illustrating the system architecture and the distribution of
computational resources across the physical nodes.
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Figure 4.1: Hardware layout of the system used for benchmarking.

4.1.1 Software Setup

For testing the efficiency of resource consumption, we use Kubernetes [Clo] Cluster
running on QEMU [QEM24], made reproducible by Continuum [Jan+23]. To facilitate
extra storage needs of Neo4j, we create Persistent Volumes in NFS [Sun89], provided
via a Kubernetes operator [Kub24c], as well as a separate single node Hadoop [Apa23]
deployed using Docker Compose [Doc24a; Ran24] running on a bare metal host as the
source storage for GraphScope and Spark.

To gather accurate information about resource consumption on the Kubernetes cluster,
we leverage data provided by the Kubernetes Metrics Server [Kub24b]. This data is
then aggregated using custom-written code to reflect the actual usage of RAM and
CPU for each part of the system. This monitoring setup is crucial for understanding
how each component contributes to overall resource usage, enabling us to identify
bottlenecks and compare the real usage of resources.

Since we pull massive amounts of data over the network with deployed Docker [Doc24d]
images, we use Docker Registry [Doc24b] with pull-through cache [Doc24c] to optimize
our deployment time.

One of the key goals is to create a reproducible benchmarking setup. To deploy each
part of the system, we use Helm Charts [The24a; Neo24b; Bit24; Gra24; Kub24a] with
our own set of values for each of the releases.

For evaluating the setup we use the small graph network WikiTalk [Les12], composed
of 2.4 million nodes and 5 million edges, which contains the data for all Wikipedia
discussions until 2008.
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To test the scalability of the system, we increase the number of replicas of Spark
workers and Neo4j deployment, although the latter can be tested only for memory
consumption as we are missing the license for clustering. We also deploy a new
GraphScope deployment for each client session, reusing the same Vineyard storage in
most cases.

4.1.2 Versions

On the cluster outfitted with the auxiliary software as described above, we then run
different types of graph processing platforms:

1. Spark with GraphX plugin

2. Neo4j

3. Standard GraphScope (Figure 2.1) — with separate Vineyard deployment.

4. Intermediate Step 1 GraphScope (Figure 3.2) — with shared Vineyard deployment.

5. Intermediate Step 2 GraphScope (Figure 3.3) — modified with shared Vineyard
session resource identifiers.

6. Final GraphScope (Figure 3.4) — with single coordinator deployment and all
qualities described above.

4.2 Evaluation results

4.2.1 Scaling and base memory usage

The first test we perform measures the impact of adding an extra client to the setup.
Since we have 8 nodes, GraphScope was configured to deploy Vineyard and executors
on all 8 of them with every consecutive deployment. Spark was upscaled with an extra
worker for every scale above 2, and Neo4j was deployed anew, to show the standard
clustering recommended in the documentation [Neo24c].

We performed the preliminary upscaling test to assess the memory gains: we can see
in Figure 4.2 that we save a lot of space just by combining the Vineyards, and even more
by merging the Coordinators with the final design. The default setup scales worse than
Spark and about the same as Neo4j. The difference is, that Neo4j is a single container
containing everything from database to management, and Spark is a heavy container,
weighing much more than the lightweight Executor container from GraphScope from
Table 3.1.
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Figure 4.2: Memory scaling before and after tuning GraphScope.

We can see that even the default GraphScope with combined Vineyard can scale
better than the other platforms, mainly because it’s split, so it can save on memory.
Instead of deploying 8 extra Vineyard instances in a new cluster. This can consume
up to 8 · 40 = 320MiB of extra memory space. Instead, it reuses the first deployed
Vineyard and does not therefore occupy extra space.

Another interesting matter is theoretical Final GraphScope, which could cut off as
much as 120 MiB per user working on the cluster.

Spark scales better than Neo4j, since we scale up only the worker, which consumes
much less space.

4.2.2 CPU efficiency

To compare the efficiency of neo4j and GraphScope, we have employed Single-Source
Shortest Path (SSSP) algorithm as our reference. Since we are not able to scale Neo4j
without commercial license, we have to run it on a single instance. The configuration
used was 4 Gigabytes of RAM and 2 CPUs per instance.

We see on the Figure 4.3 that given the scaling and extra resources, GraphScope will
win over Neo4j for the same example query: the difference will get bigger when we
add extra nodes for GraphScope, which makes the GraphScope a faster solution when
we can scale up. The up-and-coming Neo4j Fabric[Neo23a] Neo4j might also scale
better, but we were still able to achieve a good result, given that GraphScope will scale
even better for bigger graphs.
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In this work, we show that optimizing the new academic platforms can bear fruit: better
scalability and less resource consumption on standby with increased multitenancy
are quite easy to achieve if ideas from similar fields are applied. We were able to
produce a querying server that rivals the established graph database Neo4j with pure
processing performance and graph processing framework GraphX in scalability. We
have also shown, that the solution achieves better memory scalability than the other
existing products, achieving up to 83% memory reduction compared to state of the
art. Unfortunately, due to the short timeframe of the project, we were not able to finish
every planned improvement.

The main contribution of this work is reducing the analysis time when reusing the
same GraphScope instance. We did it by removing the cold start associated with
algorithm compilation and data import — we keep once imported graph in memory
between sessions, allowing for faster data access. The standard loading time of a graph
can take hours according to the official documentation of GraphScope, and we were
able to remove the loading time by redirecting newly allocated sessions to resources
already provisioned by the previous analyses. Multiple users can now access the same
graph instance loaded in memory, saving the space allocated inside Vineyard. We
were able to reduce the time of similar analysis by over 28 times while compacting the
memory space required by the number of concurrent clients connected to the same
data store.

We can now answer all the questions stated at the beginning of the work.

1. Research Question 1: How to design a multitenant graph processing platform
based on the GraphScope? After conducting a literature review, we have found
out we can achieve multitenancy in a way similar to how Spark does it: by faking
our ID, so the system thinks we are the previous user. This work added an option
to take over existing session ID, allowing new GraphScope session to talk with
cached data in the store. This also required preventing Vineyard from deleting
the data on session close, since Vineyard would unload the graph when this
particular session would disconnect.

2. Research Question 2: How to enable interactivity in a multitenant graph
processing platform? We have kept interactivity by extending only the parts
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below the GraphScope client layer, which kept the same system intact. The
changes introduced did not change the default behavior of GraphScope, which
has a very fast feedback loop for the user. Because we have a rapid way to access
every part of the data thanks to Vineyard and GraphScope Fragment on it, we get
very similar performance to Neo4j, while benefitting from scalability.

3. Research Question 3: How to efficiently share a single graph processing plat-
form between users? After conducting the literature review, we have decided to
keep the executor units the same as in Spark - this way, the coordinator, which
does not do much heavy work, can work the different sets of Executors for each
user, making them not interfere with each other.

4. Research Question 4: How to share graph data between users, and what are the
performance benefits? When we shared the graph data with the reuse of session
ID as described in answer to the first point, we were able to achieve almost no
loading time for repeating data sources — the data was already located inside
Vineyard, and it was only the matter of changing the session ID so it would match
the one that imported the data originally. Since the data is already there, we were
able to reduce cold starts related to loading it, as well as enable smaller analyses
on big sets of data to be performed very fast, in an interactive way thanks to
cache (similar to inference servers in Machine Learning).

5.1 Future work

There are multiple ways to extend the achieved setup:

1. Remove requirement for the coordinator, as suggested by the unimplemented
final design, saving up over 120 MiB of memory for every consecutive user, as
well as allowing for reuse of compiled algorithms,

2. Add data-source awareness inside GraphScope, which can reuse the source if it
was already loaded by another user,

3. Create more monitoring and visibility of internal caching behavior in GraphScope
and Vineyard, to be able to better use cache,

4. Adjust Vineyard to garbage collect leftover graphs, as they are not removed after
the changes that were introduced and may cause out-of-memory errors.
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